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Abstract

In this paper, the problem of building optimally coordinated bidding strategies for competitive suppliers in day-ahead energy and spinning
reserve markets is addressed. It is assumed that each supplier bids 24 linear energy supply functions and 24 linear spinning reserve supply
functions, one for each hour, into the energy and spinning reserve markets, respectively, and each market is cleared separately and
simultaneously for all the 24 delivery hours. Each supplier makes decisions on unit commitment and chooses the coefficients in the linear
energy and spinning reserve supply functions to maximise total benefits, subject to expectations about how rival suppliers will bid in both
markets. Two different bidding schemes have been suggested for each hour, and based on them an overall coordinated bidding strategy in the
day-ahead energy and spinning reserve market is then developed. Stochastic optimisation models are first developed to describe these two
different bidding schemes and a genetic algorithm (GA) is then used to build the optimally coordinated bidding strategies for each scheme
and to develop an overall bidding strategy for the day-ahead energy and spinning reserve markets. A numerical example is utilised to

illustrate the essential features of the method. © 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The deregulation of the electric power industry has
become a reality worldwide and the stated objective is
higher economic efficiency and lower price of electricity.
Part of this process involves ‘unbundling’ electric genera-
tion from transmission, which raises the issue of ancillary
services. Ancillary services are those functions performed
by the equipment and people that generate, control,
transmit, and distribute electricity to support the basic
services of generating capacity, energy supply, and power
delivery [1]. These functions include, but are not limited to,
spinning reserve, non-spinning reserve (dispatchable load
and generation), regulation, frequency control, automatic
generation control, reactive power and voltage control,
and black-start capability.

In some electricity markets, such as California, the energy
market and the ancillary service markets are separately
managed by two different entities, i.e. the power exchange
(PX) and the independent system operator (ISO). Market
participants may choose to self-provide for the ancillary
services that are required to support their energy schedules.
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They may also opt for the ISO to procure the required
ancillary services on their behalf [2]. Based upon the
submitted schedules from the PX and scheduling coordina-
tors (SCs) and forecast system conditions, the ISO first
determines the requirements for additional ancillary
services of each type beyond those already provided by
the PX and SCs as self provision, and then selects and prices
the most economical services from the ancillary services
bids submitted. Thus, besides bidding in the energy market,
each supplier may have an interest to develop a bidding
strategy in the ancillary service market as well with an
objective of maximising total benefit.

From the viewpoint of suppliers, the PX’s energy market
and the ISO’s ancillary service market are interdependent,
because of the capacity limit. While there are several types
of ancillary service markets, only the spinning reserve
market will be addressed hereafter in this paper. Thus, to
achieve total benefit maximisation objective in the day-
ahead energy and spinning reserve markets each supplier
faces a decision-making problem on how to build optimally
coordinated bidding strategies in these two markets and this
is the objective of this paper.

An interesting body of work has been done on developing
bidding strategies for power suppliers and/or large consu-
mers in emergent electricity markets in recent years, and a
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comprehensive literature survey is presented in Ref. [3]. Up
to now, research work on strategic bidding for competitive
suppliers is concentrated on one-period sealed auctions of
pool-type energy markets in which the uniform clearing
price rule is widely utilised. While for the coordination of
bidding strategies in the California-type day-ahead energy
and spinning reserve markets separately managed by the PX
and the ISO, to the best of our knowledge, no research
publications are available. In these two markets, the single-
part bid protocol is utilised in which an energy price
inclusive of other fixed or variable costs is offered, and a
simple market clearing process based on the intersection of
supply and demand bid curves is used to determine the
winning bids and schedules for each hour. Under this
bidding protocol, a supplier must internalise all involved
costs, such as start-up cost, in building its optimally coordi-
nated bidding strategies in the two markets. A unit commit-
ment program is essential for the supplier. Ignorance of the
unit’s start-up costs, operating constraints and inter-
temporal dependence will fail to maximise the total benefits
in developing an overall coordinated bidding strategy for the
day-ahead energy and spinning reserve markets.

Given this background, it is the objective of this paper to
suggest a framework within which optimally coordinated
bidding strategies for competitive suppliers can be devel-
oped in the day-ahead energy and spinning reserve markets.
It is supposed that in both markets the sealed bid auction
and uniform clearing price rule are employed, and this is
consistent with the current practice in the California’s
electricity market [4]. Moreover, it is assumed that the
suppliers have the freedom to price away from their
marginal costs, and they bid 24 linear energy supply
functions and 24 linear spinning reserve supply functions
separately, one for each hour, into the two markets. The
problem for each supplier is how to determine the unit
commitment status and how to choose the coefficients in
the 24 energy supply functions and 24 spinning reserve
supply functions to maximise total benefits. These
problems cannot be dealt with separately and must be
properly coordinated.

2. Overall framework in building optimally coordinated
bidding strategies for the day-ahead energy and spinning
reserve markets

For bidders (suppliers) with relatively low generation cost
units, it is not difficult to build bids to make sure that their
units can be dispatched at each hour in the PX’s day-ahead
energy market since they are competitive. However, for a
bidder with a marginal or near-marginal unit, if the unit
cannot be dispatched in one or more hours in the day-
ahead energy market, three alternatives have to be consid-
ered. The first is to shut off and cool down the unit, the
second is to shut off the unit but keep it banking [5], and
the third is to build an energy bid for each of these hours to

make sure that the unit can be dispatched to supply its
minimum stable output in the energy market and hence
remain in continuous operation, and at the same time to
build a spinning reserve bid to maximise its benefit in this
reserve market. The final decision can be determined by
using a unit commitment program to account for the unit’s
inter-temporal operating constraints and startup costs for the
three alternatives and choosing a solution, which maximises
total benefits.

The fundamental procedures for building overall optimally
coordinated bidding strategies in the day-ahead energy and
spinning reserve markets are as follows:

(D) Developing optimally coordinated bidding strategies
in the two markets for a specified generating unit for
each of the 24 h of the schedule day, separately, with
the objective of maximising total benefit in each hour
based on the load data forecast by the PX, the required
spinning reserve forecast by the ISO and expectations
about how rival suppliers will bid in these two markets.
Hereafter we call this bidding strategy the ‘maximum
hourly benefit coordinated bidding strategy’ to distin-
guish from that described in (III) below. This will be
presented in Sections 3 and 4.

(II) If for each of the 24 h the unit can be dispatched in
the energy market using the strategies obtained in (I),
then these coordinated strategies are optimal for the
day-ahead energy and spinning reserve markets and the
unit should remain in operation for the whole day and
the procedure is completed here. Otherwise, go ahead
to (III). Note that whether the unit can be dispatched or
not in the energy market in a specified hour depends on
the bidder’s estimation a priori based on the PX’s load
data forecast, expectations about how rival suppliers
will bid.

(IID) If the unit cannot be dispatched in the energy market
in some hours using the strategies developed in (I), then
an alternative bidding strategy has to be developed for
each of these hours. The objective of this is to guarantee
that the unit can be dispatched at the minimum stable
output level in the energy market, and at the same time
to maximise its profit in the spinning reserve market.
Hereafter we call this bidding strategy the ‘minimum
stable output bidding strategy’. This strategy is discussed
in Section 5.

(IV) Using a genetic algorithm (GA) to determine the
commitment/decommitment status for the unit in the
24 h of the day-ahead market operation. In this procedure,
the following factors are taken into account: the benefits
by using the maximum hourly benefit coordinated
bidding strategy developed in (I) and the minimum stable
output bidding strategies developed in (III), the unit’s
startup costs when cooling and banking, the unit’s initial
state and some inter-temporal operating constraints such
as minimum up time, minimum down time and the
maximum number of startups and shutdowns allowed.
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The final decision will include the unit’s commitment/
decommitment status in each hour and the coordinated
bidding strategies to the energy and spinning reserve
markets for those hours that the unit is in operation.
This will be discussed in Section 6.

It should be mentioned that the PX’s day-ahead energy
market is cleared earlier than the ISO’s spinning reserve
market in California. Hence, the bidding strategies to the
spinning reserve market should be adjusted after the PX’s
energy market is cleared since the actual dispatch level of
the bidder may deviate from the expected level as obtained
in (I), and at this moment the available capacity which can
be bided into the spinning reserve market is known.
However, it should be stressed that developing the coordi-
nated bidding strategies in (I) is necessary to determine the
bidding coefficients in the energy market and to allocate the
total capacity among the two markets a priori.

3. Problem formulations for the PX’s 24 separate hourly
energy auctions and the ISO’s 24 separate hourly
spinning reserve auctions

Suppose that a system consists of n independent
power suppliers, an interconnected network controlled by
an ISO, a PX, and a group of customers (loads). Next,
assume that each supplier, say supplier j, is required to
bid a linear non-decreasing energy supply function to the
PX’s energy market, say the marginal supply price
BO(P") = o + PP (1=1,2,...,24), and to bid a
linear non-decreasing spinning reserve supply function to
the ISO’s spinning reserve market, say the marginal
supply price Aj(QJ(’)) = d)l(") (’)Q(’), for each of the 24 h
in the day-ahead market, and a set of supply limits, i.e. PO

and P and 0. and O . Here, P(t is the generatjln(l)l;ll
jmax> 'jmin ‘jmax*

output and Q" the spinning reserve capac1ty, o, B, ¢
and ¢ " are non- negative bidding coefﬁc1ents of the jth
suppher for hour t.

The main function of the PX is to manage the day-ahead
energy market and determine a set of generation schedules
that meets some operating constraints using transparent
dispatch procedures. That is, the PX determines a set of
generation outputs from all suppliers by solving problems
(1) to (3) below in the case when only the load flow
balance constraints and generation output limit constraints
are considered. In practice, additional constraints such as
security concerns need to be included. The procedure
presented below can be adapted to the more complex
situation, and this will be accounted for in later studies

o + BOPY =R j=1.2,..m t=12,.24 (1)

n
S#=n,

=1

r=1,2,...24 2)

P(l) = P(l) = P(l)

Jmin Jjmax

i=1,2,m t=1,2,..24 (3)

Rg ) is the market clearing price in the energy market at hour
t, and D, is the load at hour ¢ forecast by PX and made known
to all suppliers.

Problems (1)—(3) can be solved directly using a proce-
dure which is basically the same as that for the classical
economic dispatch problem [5].

When the inequality constraints (3) are ignored, the
solutions to Eqgs. (1) and (2) are

RV = (D,—FZaJ(-’)/BJ(-”)/Zl/BJ(-’) 1=1,2,..24 4
j=1 j=1

PO= (RO —a")B"  j=12,n1=1,2,.24 (5

When the solution set (5) violates generation output limits
(3), it must be modified to accommodate these constraints.
When P(z) is smaller than its lower limit Pj(;lm, P](.’) should
be set to zero rather than Pj(fr)lm and the supplier removed
from the problem since the supplier ceases to be competi-
tive. When larger than the upper limit the value is set to
P;;)qax and Eq. (1) ignored for this generator since it is no
longer a marginal generator.

The spinning reserve market is managed by the ISO. The
ISO determines a spinning reserve dispatch of all suppliers
that meets security and reliability constraints using trans-
parent dispatch procedures by solving problem (6)—(8) as

follows:

(bj(f) + qDJI)Q(I) — R(t)

n
> 0" =E

J=1

j=12,.nt=12.24 (6

t=1,2,..24 (7

Onn=0"=00. j=lL2.nt=12.24 (8

Rg’) is the uniform market clearing price for spinning
reserve, still to be determined. E, is the required spinning
reserve capacity broadcast by the ISO and made known to
all participants. E, can be determined to satisfy some agreed
security criterion. Hourly spinning reserve requirements are
usually defined to be the greater of a fixed percentage of the
total forecast demand and the largest on-line unit. In the
USA, the western systems coordinating council (WSCC)
requires an operating reserve of 7% of scheduling control
demand in addition to any provisions made for interruptible
imports, firm exports and hydro generation [4]. 0" and

mm
Q](Q,ax are the spinning reserve capacity limits bid by the jth
supplier.

It should be mentioned that the suppliers participating in
the spinning reserve market must meet some technical and
operating requirements. For example, in California, full
response of the spinning reserve capacity is required in
10 min. Thus, the spinning reserve capacity of each supplier

is dependent on its ramp rate.
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The dispatch procedure in the ISO’s spinning reserve
market is similar to that in the PX’s energy market. When
the inequality constraints (8) are ignored, the solutions to
Egs. (6) and (7) are

RY = (E, + Z¢;’>/¢J‘.’>)/Z Vg t=1,2,..24 (9
j=1 j=1

oY = (Rgf) - ¢;’))/¢§’> j=1,2,..n t=1,2,..24 (10)
When the solution set (10) violates the spinning reserve
limits (8), it must be modified to accommodate these limits
as in the PX’s energy market.
For the ith supplier, the benefit maximisation objective
for building optimally coordinated bidding strategies in the
PX’s energy market and the ISO’s spinning reserve market

in hour ¢ can be described as

Maximise : F (aﬁ’), B(t) qﬁm (’))
= ROPV + ROQP — ¢(P? + ¢) (1)
Subjectto: (1) — (3),(6) — (8)
(12)

P(t) = Pl('t) = Pimax - Qz('t)

min

The task is to determine a(') , Bgt) , (bﬁ’) and gol(-') o as to
maximise F (a(t) ,B(t) qﬁf’),qof’)) subject to constraints (1)—
(3), (6)—(8) and (12). C;(-) is the production cost function
of the ith supplier. P;y,y is the generation capacity of the ith
supplier and it will be observed that Eq. (12) couples the
generator’s ability to bid into the two markets. q?) is the
spinning reserve capacity that is expected will be utilised by

pdf (", ") = 1 exp 1

- 2
27095 ® 1 = 2 21— p2)

the ISO for energy production from the purchased spinning
reserve from supplier i in real-time operation in the event of
load being higher than forecast or generation shortfalls.
Since we are dealing with the ith supplier’s behaviour q(’)
is its expectation.

Since the amount of spinning reserve actually utilised by
the ISO at the time of operation will generally be less than
the contracted amount E,, it is assumed in the following that
the energy taken from each supplier will be proportional to
the capacity contracted [6]. Moreover, it is supposed that no
matter if the spinning reserve is actually utilised to supply

energy or not, the suppliers are paid the market clearing
price (9) for the contracted spinning reserve capacity (10).
This assumption has been incorporated in Eq. (11). This
means that each supplier must make an estimate of the
spinning reserve capacity which will be actually utilised
as energy, and must internalise all related costs incurred
in building its spinning reserve bid. Thus, for supplier i,
the expected energy generation from its contracted spinning
reserve with the ISO, q(.t) can be described as

(l‘) — Q(f) (f)/E — Q(I)K(f) (]3)

where e() is the supplier i’s estimate of how much of total

spinning reserve capacity will in fact be used for energy
production in hour £. ¢! < E,. K = ¢”/E,, and 0 = K =
1. The ISO does not specify the spinning reserve capacity to
be used for energy production (in fact the ISO does not
know this a priori), but rather broadcasts the system operat-
ing status data periodically. Each supplier can make an
estimate based on this data, its own experience and attitude
to risk. If a supplier overestimates ef.'), it tends to make an
expensive offer and risks not being selected, and vice versa.

In the sealed bid auction based energy and spinning
reserve markets, data for the next bidding period is confi-
dential, and hence suppliers do not have the information
needed to solve the optimisation problem (11). However,
the past bidding histories are available, and estimating of
the bid coefficients of rivals is possible and an important
challenge for any supplier.

Suppose that, from the ith (i = 1,2, ..., n) supplier’s point
of view, the bid coefficients of the jth (j = 1,2,...,n, and
J # i) supplier to the PX’s energy market at hour ¢, a(” and
,Bjm, obey a joint normal distribution with the followmg
probability density function (pdf):

( o Mf’i‘)) 20’ = (B = W)
@ @5 ®
i "j? Tji

(14)

! (B)
(B wo\
P
Tji
This can be expressed in the compressed form

() (a)\2 (oz) (B)
( (t) B(I))(t) /J“]t (U ) pjt Jl
M(B) PO (a) (B) (O.(B))
It T gt
(15)

where p(/, is the correlation coefficient between a ) and B('),
/uj(‘f), ;uw , crj(‘:) and O'(B) are the parameters of the ]01nt
distribution. The marglnal distributions of «!” and ,B(’)

both normal with mean values p,(“) and ,u(B . and standard
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(@) B
deviations o;;" and o7;", respectively. Strictly speaking, a

double suffix (l]) notation, should be employed since we
are referring to i’s estimate of j’s behaviour, however,
this notation is avoided here since it is cumbersome. The
computer program, of course, allows each i to have a
separate estimate of every j’s behaviour.

Similarly, suppose that from the ith supplier’s point of
view, the bidding coefficients of the jth (j # i) supplier to
the ISO’s spinning reserve market at hour ¢, <;b and go ),
also obey a joint normal distribution with the followmg
probability density function (pdf):

() N <¢> (@)

(q')(t) (;b(t))(t) M’/r (0' ) %t ];p
L () (¢> <@ (@)\2
Mg Y0 (07)

(16)

The meanings of ,u ,u}‘f), j(f’), ) and Y, are similar

to those of ,uj(‘;‘) , ,uj(f) , J(f‘) 0P and p] .» respectively.

Based on historical b1dd1ng data, these distributions can
be determined using mathematical methods such as the one
presented in Ref. [7]. Using probability density functions
(15) and (16) to represent the joint distribution of a and
B and that of ¢ and ¢ (i=1,2,....n, j# (.
1,2,...24), respectlvely, the optlmally coordlnated bidding
problem in hour ¢ with objective function (11) and
constraints (1)—(3), (6)—(8) and (12) becomes a stochastic
optimisation problem. In Section 4, an efficient method to
solve this problem will be introduced.

4. Maximum hourly benefit coordinated bidding strategy

The problem of building the maximum hourly benefit
coordinated bidding strategy for supplier i in hour ¢ of the
day-ahead energy and spinning reserve markets can be
described as

Maximise : F (a?), Bf’), (15,0), QDE’))

= ROPY + RO — C(PY + ") (17)

( 20 )
Put])nn = Pl('t) = Pimax - QEt
(18)

where, Rg), PE’), Rg’), th) and qﬁ') stand for the mean values
of R(el), PE’), Rg), Qgt) and qgt), respectively. Appendix A
explains how the formulations in Eqgs. (1) and (2) and in
Egs. (6) and (7), and the information in Eqgs. (15) and (16)
can be used to obtain these mean values.

It is obvious that for maximising the total benefit of
supplier i at the 7th hour of the day-ahead energy and spin-
ning reserve markets, both members of the pair coefficients,
(@, B”) and (¢, ¢\”) cannot be selected independently.
In other words, supplier i can fix one in each pair of coeffi-
cients and then determine the other one in each pair by using
an optimisation procedure. Thus, building this strategy is

Subject to : (1)-(3), (6)—(8)

reduced to a two-parameter optimisation problem. In this
work, a refined genetic algorithm (RGA) as described in
Ref. [8] is employed for this purpose. The details of the
RGA are briefly summarised in Appendix B. It is assumed
that supplier i fixes o’ and ¢\, and has estimates of
probability distribution parameters for the bidding coeffi-
cients of all rivals in these two markets as shown in
Egs. (15) and (16), and then proceeds to employ the RGA
to determine B and ¢”. Note that in this optimisation
procedure, Eqs. (A13) and (A16) in Appendix A will be

used to get P(’) and Rff), and Q(’) and Rg’), respectively.

After the optimal values of B and ¢ have been
obtained by the RGA, the estimated dispatched levels for
all suppliers in the PX’s energy market can be obtained
using Eq. (A13). If P(’) = Pf;)]m, this means that the ith
supplier’s unit can be dlspatched in hour ¢, then the total
benefit in these two markets in hour # can be obtained using
Eq. (17). Otherwise, this unit is not selected for supplying
power in the energy market in hour ¢. If this happens, it has
to be shutdown. Moreover, if it is a thermal unit, this means
that it usually cannot be started up in 10 min, and hence
cannot participate in the spinning reserve market. If it is
desired to keep the unit in continuous operation, an alter-
native bidding strategy, the minimum stable output bidding
strategy, as mentioned in Section 2 and described in Section
5 below, should be considered.

A similar procedure is applicable if B” and ¢\ are fixed
and the RGA is employed to determine a?) and d)ﬁ” .

5. Minimum stable output bidding strategy

To build the minimum stable output bidding strategy
for the rth hour in the day-ahead energy market, the same
procedures as described in Section 4 can be followed
here although the objective function has changed. The
objective function for developing this bidding strategy can
be formulated as

Maximise : g’(aft), B, ¢, gof’))

= ROPP + ROV = C,(PY + ") =P = P,

AP0 - P 19)

Subject to : (1) — (3), (6) — (8), (18)

where v and 7 are specified positive penalty coefficients to
make sure that Pi(’) is approximately equal to and not less
than Pfl?n . v is specified to a very large positive number.
When P; D = Pfl?nn, set 7 to 0, otherwise to a very large
positive number The minimisation of Eq. (19) leads to a
coordinated bidding strategy with a solution of Py) equal to
or a little larger than P This minimum stable output bid

will result in a negative benefit (that is actually a loss) for
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supplier i at hour #, and the magnitude of this loss can also be
obtained using Eq. (17).

6. Bidding strategies in the day-ahead energy and
spinning reserve markets

After the coordinated bidding strategies for each of the
24 h in the day-ahead energy and spinning reserve markets
have been obtained using the methods presented in Sections
4 and 5, a unit commitment problem should be solved to
determine the unit’s commitment/decommitment status in
the day-ahead market operation. In this work, the RGA is
also utilised for this purpose.

After this problem is solved it is possible to decide
whether it is more profitable to keep the unit in continuous
operation as in Sections 5, or start and stop the unit as
envisaged in Sections 4 and 6.

The problem of developing an overall coordinated
bidding strategy for supplier i in the day-ahead energy and
spinning reserve markets can be formulated as

Maximise : 2(x,)

24
= Z [Xt’ F(afl)’ Bf‘t)’ y)» QDEI)) - S(T) - Xt(l - Xl—l)]
=1

(20)
24
Subject to : Z(X - )(,_1)2 =N (21)
=1
x; =10 t=1,2,...24) (22)
Unit minimum up time 7, (23)
Unit minimum down time 7 (24)

where, x; denotes the status of the unit in hour #(1: opera-
tion, 0: down), N is the maximum permitted number of start-
stop cycles per day. S(7) represents the startup cost of the
unit, and 7 is the time in hours that the unit has been shut
down. Note that subscript i on y, S, 7, and T, has been
dropped for convenience. There are two approaches to treat-
ing a thermal unit during its down period [5]. The first
allows the boiler to cool down and then heat back up to

Table 1
Generation data

operating temperature in time for a scheduled turn-on, the
second (called banking) requires that sufficient energy be
provided to the boiler to just maintain operating tempera-
ture. The startup costs corresponding to these two
approaches can be expressed, again dropping subscript i
for convenience, as

Startup costs when cooling S.(7) = so(1 — e 7 + s, (25)

Startup costs when banking S,(7) = s;7+ s, (26)

where s is the cold-start cost, s, the fixed cost (includes crew
expense and maintenance expenses), w the thermal time
constant for the unit, and s, is the cost of maintaining unit
at operating temperature.

Up to a critical time L, the startup cost from banking will
be less than that from cooling, that is, when 7 < L, §,(7) <
S.(7), otherwise when 7 = L, S,(1) = S.(7). Thus, if the unit
is shut down for less than L hours, banking is more
economic than cooling, and then S,(7) should be used in
computing S(7) in Eq. (20), otherwise S.(7) should be used.

This unit commitment problem can be easily incorporated
in the RGA as detailed in Appendix B.

7. Numerical example

An example with six generating units (suppliers) is used
for demonstrating the method. The parameters of the gener-
ating units are from a provincial power system in China.
Note that this example is employed only for explaining the
working procedure of the proposed method, and it does not
represent the scenario of any operating electricity market.
The generation cost function coefficients (cost function
Ci(P)) = a; + b;P; + chf), and the respective capacity
limits of the suppliers in the energy and spinning reserve
markets are listed in Table 1. Hourly loads in the day-ahead
energy market are listed in Table 2, and the ISO’s required
spinning reserve capacity is taken to be 10 percent of the
system load in all the 24 h. As an example, we illustrate the
basic procedures of building optimally coordinated bidding
strategies for the sixth supplier in the day-ahead energy and
spinning reserve markets. The overall capacity of the sixth
supplier is 100 MW, and this represents the sum of its capa-
city limits in the two markets. The sixth supplier’s estimate
of how much of the spinning reserve will be used for energy

Unit a; b; ¢ P (MW) P (MW) O, (MW) Ol (MW)
1 _8 2.00 0.0125 40 160 0 30

2 _8 1.75 0.0175 40 140 0 20

3 2 1.50 0.0200 30 120 0 20

4 2 1.90 0.0125 40 170 0 30

5 8 1.80 0.0125 40 180 0 20

6 58 1.85 0.0275 40 0

* Data not utilised in this paper.
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Table 2
Demand data in the PX’s day-ahead energy market
t 1 2 3 4 5 6 7 8 9 10 11 12
Load 360 380 400 420 405 440 490 580 700 750 750 710
t 13 14 15 16 17 18 19 20 21 22 23 24
Load 690 700 730 720 680 610 630 660 620 560 480 430

production by the ISO in real-time operation is 0.2E;, and
hence K’ =02 (t=1,2,...,24); the K coefficient is
defined in Eq. (13).

From the viewpoint of the sixth supplier, each of the five
rival suppliers is assumed to have an estimated joint normal
distribution for the two bidding coefficients, a]@ and ,81@
G=12,...,5;t=1,2,...,24), in the PX’s day-ahead
energy market. The parameters in the joint normal distribu-
tion for the jth supplier in hour #, as described in Eq. (15),
are specified by Eq. (27) as follows:

() _

w? = 1.2b; uf =1.2x2

40\ = 0.15b; = o = 0.15b/4 (27)
B _ B _—

40'1-,[ = 0.15¢; = oy = 0.15¢;/4

pj,t = —-0.1
When sufficient bidding data is available, the

parameters in Eq. (27) can be estimated using avail-

Table 3
Maximum hourly benefit coordinated bidding strategies

t g) Pg) <pg) Qg) Total benefit

1 -2 0 =2 0 0

2 -2 0 -2 0 0

3 = 0 - 0 0

4 0.06175 41.26 0.01803 9.81 2.92

5 - 0 =4 0 0

6 0.06198 42.97 0.01815 10.05 8.22

7 0.06242 47.30 0.01838 10.67 22.47

8 0.06300 55.12 0.01869 11.83 51.73

9 0.06351 65.60 0.01895 13.40 97.94
10 0.06365 70.00 0.01903 14.07 119.63
11 0.06365 70.00 0.01903 14.07 119.63
12 0.06352 66.50 0.01896 13.54 102.17
13 0.06348 64.73 0.01894 13.27 93.78
14 0.06351 65.60 0.01895 13.40 97.94
15 0.06359 68.24 0.01900 13.80 110.78
16 0.06357 67.36 0.01898 13.67 106.45
17 0.06344 63.85 0.01892 13.14 89.67
18 0.06316 57.73 0.01877 12.21 62.51
19 0.06325 59.48 0.01882 12.48 69.98
20 0.06335 62.12 0.01887 12.88 81.62
21 0.06322 58.59 0.01880 12.34 66.22
22 0.06288 53.39 0.01862 11.57 44.83
23 0.06232 46.45 0.01833 10.55 19.51
24 0.06182 42.14 0.01807 9.94 5.54

* Hours not be dispatched for supply.

able mathematical methods such as the one in Ref. [7].
Some explanation about the specifications of para-
meters in Eq. (27) is necessary. It is a reasonable
assumption that a supplier who is aware of market
power in the reformed electricity market is likely to
bid above marginal production cost. Hence, the
expected values of of” and B, ie. u and ,U,J(lf),
are specified 20% above b and 2c;, respectively.
The standard deviations of o!” and B(j), ie. O'(a) and

a'j(f), are specified to make aj(’) and B(’) fall in the
domains  [w — 40, w? +40(0] = [105b 1.35b;]
and [u® — 40P, M,@ Y40y = 1105 x 26, 1.35 % 2¢,]

respectlvely, with probablhty 0.9999. p], is spe01ﬁed
to be negative because when a supplier increases
either of its two bid coefficients in the energy market,
it is likely, in a mature market, to decrease the other.

A similar treatment can be applied to the bid coefficients
of the five rival suppliers in the ISO’s spinning reserve
market, ie. ¢ and ¢ (G=1,2,....51=1.2,..24).
The following spec:1ﬁcat10ns are employed in the simula-
tions presented later:

M](‘f’) =0. S/J‘(a) /J“](f) =0. SM(B)
o¥ =050 o =050 (28)

Yij = Pjt

Note that it has been implicitly assumed in Eqs. (27) and
(28) that, in the sixth supplier’s estimation, each of the rival
suppliers bids the same linear energy supply function and
the same linear spinning reserve supply function for all the
24 h. This treatment may not well reflect practical situa-
tions. It should be stressed that these bid parameters of rivals
should in practice be estimated using available data. The
specifications of parameters in Egs. (27) and (28) are only
employed to illustrate the basic features of the method.

In building the maximum hourly benefit coordinated
bidding strategies and the minimum stable output bidding

Table 4
Minimum stable output bidding strategies

t g) Pg) 90(6’) Qg) Total benefit
1 0.05389 40.33 0.01389 11.07 —12.27
2 0.05746 40.06 0.01577 10.31 —7.18
3 0.06054 40.11 0.01739 9.80 -2.16
5 0.06143 40.05 0.01786 9.66 —0.91
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strategies, we suppose that the sixth supplier decides to fix
ag) = bg and ci)g) = 0.5b¢, and employs the RGA to deter-
mine Bg) and gog) (t=1,2,...,24). The optimal values of
,8(6’) and gog) are searched from the intervals [cg,20cq] and
[0, 10cg], respectively, since these ranges are wide enough.

Using the method presented in Section 5, the maxi-
mum hourly benefit coordinated bidding strategies
together with estimated dispatch levels and total benefits
for the sixth supplier in each of the 24 h of the energy
and spinning reserve markets can be obtained, as shown
in Table 3.

From Table 3, it is known that in hours 1, 2, 3 and 5,
supplier 6 cannot be dispatched in the energy market by this
bidding scheme. Instead, the minimum stable output
bidding strategies should then be built for these 4 h, as
shown in Table 4.

Now, we turn to build the overall coordinated bidding
strategies for supplier 6 in the day-ahead energy and spin-
ning reserve markets. The parameters of the unit which
appeared in Egs. (21) and (23)—(26) are as follows:

N=3,T,=3, T, =3, s, =150, 5, = 10, & = 3,
S|:3O

The unit is assumed to have been continuously in opera-
tion for 10 h by the start of the schedule day.

The parameters in the RGA for solving the unit commit-
ment are specified as follows:

PS = 100; MG = 100; p¥ = 0.9; p'¥ = 0.001. The stop
criterion is that the maximum permitted generations number
has been reached.

The simulation results of the RGA-based method show
that the unit of supplier 6 should remain in operation all the
24 h, although hours 1, 2, 3 and 5 result in some loss to this
supplier. This is because the stop, re-start strategy envisaged
in Eq. (20) was found to be less profitable than the benefits
in the last column of Table 3 less the loss in the final
columns of Table 4. Thus, the overall optimally coordinated
bidding strategy is that this supplier should use the mini-
mum stable output bidding strategies listed in Table 4 for
hours 1, 2, 3 and 5, and the maximum hourly benefit coor-
dinated bidding strategies listed in Table 3 for the other
20 h.

These results demonstrate such a fact that for a supplier
with a marginal or near-marginal generating unit it is neces-
sary to develop a set of overall coordinated bidding strate-
gies in day-ahead energy and spinning reserve markets so as
to maximise his overall benefit in a daily operation. Appli-
cations of the maximum hourly benefit coordinated bidding
strategy for all hours do not always cater for such a purpose
since his generating unit may not be dispatched in some
hours by following such a bidding strategy. The model
and method developed in this paper provide a systematic
way for investigating this complicated problem and for
building a set of overall coordinated bidding strategies in
energy and spinning reserve markets.

8. Conclusions

A method to build optimally coordinated bidding strate-
gies for power suppliers in the California-type day-ahead
energy and spinning reserve markets is presented with an
objective of maximising total benefits. Power suppliers are
required to bid 24 linear energy supply functions and 24
linear spinning reserve supply functions, one for each
hour, into the day-ahead energy and spinning reserve
markets, respectively. The dispatch levels in these two
markets are stipulated separately for each hour respectively
by two different entities, i.e. the PX and the ISO. A uniform
clearing price rule is applied in both markets. First, a
conceptual framework is proposed and two different bidding
schemes, namely ‘maximum hourly benefit coordinated
bidding strategies’ and ‘minimum stable output bidding
strategies’, are suggested for each hour. Then, stochastic
optimisation models are developed to describe these two
different bidding schemes. Finally, a refined genetic algo-
rithm is employed to build the two bidding schemes for each
hour and to develop an overall bidding strategy in the day-
ahead energy and spinning reserve markets. By using this
method, the unit commitment status and coordinated
bidding strategies for each operating hour in these two
markets can be determined. The method is especially suita-
ble for those suppliers with marginal or near-marginal
generating units. Moreover, imperfect knowledge of rivals,
including unsymmetrical cases, can be modelled in the
proposed framework. An example with six suppliers has
been used to demonstrate the feasibility and efficiency of
the method.
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Appendix A. Mathematical derivations

Egs. (1) and (2) at hour ¢ can be expressed as

(B 0 .. 0 .. 0 —19[P’] [-e]
0 B .. 0 .. 0 —1f|PY —ay
0 0 . g 0 —t||F =]
0 0 ... 0 .. B9 —1]pP® —a

1 1 ... 1 ... 1 oldlr¥] L b, ]

(AD)
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and Eq. (A1) can be abbreviated as
TX=U (A2)
where, T is the (n + 1) X (n + 1) coefficient matrix

T
X = (xl,xz,...,xj,...,x,,,xn +1)

T
— (0 p) 0] () p@)
= (PP PO, PO RY)

and

T
U= (ul’l’tZ?---’uj’-~-aun’un+l)
T
(1) (1) (1) 1)
_( o, T, T aﬁ, ,D,)

Note that T, X and U are all the functions of ¢, but explicit
use of this notation is avoided for convenience.

The bidding problem for supplier n is addressed here
without loss of generality. From Eq. (15), it is known that
supplier n has an estimate of the probability distribution for
each pair of (of”,B") with j=1,2,...n—1 and t=
1,2,...,24. Thus, Eq. (Al) or (A2) is a linear stochastic
equation set, and the current problem for supplier n is
how to find its solution vector, X. Obviously, X is not a
deterministic but a stochastic vector. We first investigate
how to find its mean value vector X.

From Eq. (A2), we have

X =T7'U=F(@G) = (i(G)./o(G), .... (), ... [+1(G)"
(A3)
where
(G =(81,82 882"
T
= (o 0.0 B Y. B B )

Expanding X as a Taylor series around the mean value
vector G and retaining the first three terms

2n—2 df(G)
x>=f(6)|_g Z i ol
2n—22n—2 azf]‘(G) (A4)
__AgAg,
zl: Zl aglagm |G7G 8128
j=12.n+1

By taking the mean value of x; from Eq. (A4), we obtain

1 2n—2 2n—2 azjj(G)

t32 2

=1 aglagm

5 =f(Gilg_g

lo—geov(g &m)

j=12..n+1 (AS)

where X; is the jth element of X, and cov(g,,g,,) is the
covariance between g; and g,.

. 2
To obtain X;, we must determine (9 Jj»(G)/Bglagm)|G:E

first. From Eq. (A2), we have

dT dX dU
—X+T—=— [1=1,2,..2n—2 (A6)
dg, dg; dg,
Hence
dX _,(dU dT
=T 1(— - —X) (A7)
dg, dg, dg,
From Eq. (A6), we can also obtain
9*T dT dX dT dX *X
— ——F — - — +T
98108m dg; dg,,  dg, dg 98198 m
9*U
= (AB)
aglagm

Since the elements in T and U are linear functions of

g (I=1,2,...,2n — 2) or constants, we have
2

T — [O](n+1)><(11+1) (A9)
aglagm

0*U

= [0]» DX Lm=1,2,...2n—2 (A10)

08198
Substituting Egs. (A9) and (A10) into Eq. (A8) yields

X PFG) - ( dT dX |, dT dX)
08108m  08198m dg; dg,  dg, dg

(A11)
Substituting Eq. (A7) into (Al1) yields

a°X JJdar __.(d dT
= o[ L (AU 4T
98198 dg, dg,  dgm

T T
4 9T g dU _dT ¢ (A12)
dg,, dg;  dg
From Eq. (A1), it is quite simple to obtain dT/dg;, dT/dg,,,

dU/dg;, and dU/dg,,.
To facilitate formulation, we assume that

-1 1 1
T | = [l‘lm](n+ XD

G=G

X|G:§ — T_]U|G:6 — [dl](11+l)><1
When o and Bﬁl’) are specified, the elements in T_1|G:E
and X|G=E are all constants.

Then, from Egs. (A12), (15) and (AS5), we can get

n—1
X; ij(G)|G:§ + Z [tlzszpz,tffz(,?)‘fl(f) + t,dt 1(01 ) ]

=1
i=1,2..n+1 (A13)
Thus, for each set of specified values of o and B, the
mean value vector X can be obtained from Eq. (A13). If one

or more elements in X thus obtained violate constraints (3),
then these elements should be modified to respect the
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constraints and an equation set similar to Eq. (A1) with a
reduced order can then be obtained. Then a similar formula-
tion to Eq. (A13) can be obtained to calculate the mean
values of the other elements in X. The procedure at the
upper limit is similar to that in the classical economic
dispatch problem, and at the lower limit the supplier is
simply eliminated.

Similar to Eq. (A2), the ISO’s spinning reserve dispatch
problem (6) and (7) can be expressed as an abbreviated form

VY =W (A14)

The elements in V are basically the same as those in T,
except that BJ(-’) is replaced by (p](f) G=1,2,..,nt=
1,2,...,24). Similarly, the elements in W are basically the

same as those in U, except that aj(-t) is replaced by (1)](»’), and D;
is replaced by E,

Y= (ylvyZ’""yj""’yn’yn+l)T

= . 0...0"....00 . R)
From Eq. (A14), we have
Y =V'W=LH) = (Li(H),Ly(H), ..., L{H), ..., L+, ()"
(A15)
where
H=(hy,hy, sy, hyy )

— (D 4O (1) (ORIRO)] (0 T
- (d) ’ pARRERE] n—1° (Pl 7(P2 LRRRE] @,171)

Assume that

-1 +1 +1
V ey = Dl

Y|H:ﬁ — V71W|H:ﬁ — [Zl](n+l)><l

When ¢ and ¢ are specified, the elements in V™'|,_~
and Y|,,_z are all constants.

A similar formulation as Eq. (A13) can then be
obtained

n—1

Vv 2
yj = LJ(H)|H:E + Z [v”vjl'ylal(‘f))al(@ + v”z,vj,(a'l(‘p)) ]
=1

j=12,..,n+1 (A16)
Thus, for each set of specified values of ¢ and ¢,
the mean value vector Y can be obtained from Eq.
(A16).

Appendix B. A refined genetic algorithm

GAs are search procedures whose mechanics mimic those
of natural genetics. Many different schemes of GA have
been proposed. A refined genetic algorithm (RGA) is used
in this paper to solve the maximisation problems of Egs.
(17), (19) and (20), and some points associated with the

RGA are described as follows:

(a) There are many approaches to select two parents from
the old population, and different GA methods can be
obtained by using different selection approaches. In this
RGA, the tournament selection is employed which
proceeds as:

the population is repeatedly divided into random tour-

naments, consisting, in this study, of two strings per

tournament;

the fittest population member in each tournament

receives a copy in the mating pool;

the process is repeated until the mating pool has the

same size as the population.
(b) In a GA, the solution is encoded in a string form.
Generally, the binary encoding method is used. Thus,
for optimisation problems with continuous variables
such as Eqgs. (17) and (19), encoding and decoding proce-
dures are required, while for optimisation problems with
0—1 variables such as Eq. (20), these are not required.
(c) The crossover is the most important operator in GA,
and is applied with probability typically between 0.6 and
0.9. There are several different crossover operators, such
as the single-point crossover, two-point crossover and
uniform crossover. The uniform crossover is used in
this RGA.
(d) The mutation is also an important operator of GA. In a
binary encoded GA, the mutation operator randomly
switches one or more bits with some small probability,
which is typically between 0.001 and 0.01.
(e) Several parameters are predefined to guide the RGA
operation, such as the population size (the number of
strings to be generated and operated in each generation)
PS, the crossover probability p., the mutation probability
P, and the stopping criterion. The crossover probability
and the mutation probability are used as thresholds to
determine whether the operators have to be applied to a
pair of parent strings or not. As stated before, the typical
crossover probability is between 0.6 and 0.9, while the
typical mutation probability is between 0.001 and 0.1.
The stopping criterion may be predefined as the maxi-
mum generations number allowed, MG, or some toler-
ance value for the fitness function. In this work, the
maximum generations number allowed is used as the
stopping criterion.
(f) The variable probability techniques are applied to the
crossover and mutation operators in the RGA. Initially, a
probability for each is entered. For every generation
thereafter, the probability of crossover is linearly
decreased while the probability of mutation is linearly
increased. From the computational mechanism of GA,
the probability of crossover should be decreased and the
probability of mutation should be increased in order to
enhance the computational efficiency and the opportu-
nities to find the optimal solution(s). Limits on these
probabilities must be set so that they do not exceed the
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permitted intervals. In this work, the permitted interval
for p. is between 0.6 and 0.9, and for p,, it is between
0.001 and 0.1. p. and p,, are changed from generation to
generation according to the following equations:

O =pl0 = [p — 0.6]mG (A17)
P =pi "+ [0.1 - pi MG (A18)

where, [ denotes the number of the generation (i.e. the
iteration number). pgo) and pfg) denote the initial values
of the crossover probability and the mutation probability,
respectively. pg) and pffl) denote the crossover probability
and the mutation probability at the /th generation,

respectively.

In summary, the RGA takes the following main steps in
solving an optimisation problem:

(a) Encode the variables to be solved as a binary string.
(b) Input MG, PS, p and p'?, and then randomly gener-
ate an initial population of strings.
(c) For generation / = 1 to MG
c.1 decode each string in the current population,
c.2 calculate the fitness function value (the objective
function value) of each string in the current population,
c.3 copy the string(s) of the highest fitness in the
current population to a solution vector (a special array),
c.4 produce a mating pool of population size (PS) prob-
abilistically using the tournament selection method,
¢.5 compute pg) and pl(fl) using Eqs. (A17) and (A18),
c.6 for k=1 to PS/2
c.6.1 pair two parents from the mating pool
randomly without replacement,
¢.6.2 crossover the parents randomly with the prob-
ability of crossover, pg), to produce two new strings
(offspring),
c.6.3 mutate these two offspring with the probability
of mutation, pﬁ,?,
¢.6.4 put these two offspring into a new generation of
population,

c.7 replace the current population by the new genera-
tion of population,
(d) Output the solution(s) in the solution vector as the
final results.
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